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Porous flow occurs in a wide range of materials and applies to many commercially relevant applications
such as oil recovery, chemical reactors and contaminant transport in soils. Typically, breakthrough and
pressure curves of column floods are used in the laboratory characterization of these materials. These
characterization methods lack the detail to easily and unambiguously resolve flow mechanisms with sim-
ilar effects at the core scale that can dominate at the aquifer or oil field scale, as well as the effects of
geometry that control the flow at interfaces as in a perforated well or the inlet of an improperly designed
column. Non-invasive imaging techniques such as MRI have been shown to provide a far more detailed
characterization of the properties of the solid matrix and flow, but usually focus on the intrinsic flow
properties of porous media or matching a numerical model to a complex flow system. We show that
these MRI techniques, utilizing paramagnetic tagging in combination with a carefully controlled and ideal
flow system, can quantitatively characterize the effects of geometry and intrinsic flow properties for a
point injection into a core. The use of a carefully controlled and ‘idealized‘ system is essential to be able
to isolate and match predicted effects from geometry and extract subtle flow processes omitted in the
model that would be hidden in a more heterogeneous system. This approach provides not only a tool
to understand the behavior of intentional boundary effects, but also one to diagnose the unintentional
ones that often degrade the data from routine column flood measurements.

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

Laboratory flow experiments are used to characterize and under-
stand flows in porous media applicable to many applications such as
oil recovery [1], catalyst beds [2–4] and contaminant and water
transport in soil [5–7]. Such porous flows can occur in a wide variety
of different porous structures and environmental conditions.

To characterize the intrinsic transport properties of porous
media, flow experiments are often designed to yield an effectively
one-dimensional plug flow that is more amenable to analysis and
interpretation. However, these interpretations necessarily rely on
simplified models of column flow. Assumptions on the absence
of heterogeneity and on the relevant flow mechanisms can create
subtle differences in outlet composition and pressure profiles at
the laboratory scale that can possibly be amplified when scaled
over an aquifer or oil field. Furthermore, seemingly minor changes
to the interface of the flow into a porous material can significantly
alter flow properties. In laboratory one-dimensional flows, small
errors in the end plates can greatly affect the flow front and inter-
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fere with interpretation, obscuring the often more subtle disper-
sion effects from the intrinsic structure porous media [8]. At the
other extreme, flow into a perforated well will transition from
spanning the expanse of the formation to the small fractures and
openings at the well bore, where minor differences in the interface
between the well bore and formation will influence the behavior of
the overall flow [9–11].

Within this paper, we demonstrate a contrast agent based MRI
technique to quantitatively study boundary dominated flows and
to test and identify the relevant flow model. By carefully control-
ling the flow conditions and flood geometry, a good match to an
analytically tractable prediction is possible, and the MRI of such
a flow can help confirm and further refine the system’s description.
In the case of analyzing boundary dominated flows, attention to
setup is especially important as subtle changes in the inlet can
have a major effect on the flow front, and are easy to miss from
analyzing the outflow and the pressure response of the column.
Gaps, bubbles and other heterogeneities in inlet permeability will
effectively short circuit or block portions of inlet flow, and small
density differences in a gap will cause invading and saturating
fluids to settle. Such faults are amplified and set in the shape of
the flow front and will often remain even after the flow has equil-
ibrated from inlet effects, so considerable care is necessary to
reproduce the assumed boundary and initial conditions ade-
quately. A significant amount of prior MRI work has been used to
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analyze more heterogeneous systems and numerically simulate
and match the observed flow, for instance [12]. The major advan-
tage of using a near ideal system is that subtle experimental devi-
ations in flow can be readily identified and characterized that could
otherwise either be ambiguously attributed to multiple possible
causes, obscured by complex flow behavior or lost in fitting for a
numerical model of the core.

Our particular use of an MRI contrast agent approach is fairly
conventional and is implemented by the addition of a paramag-
netic tracer such as a salt of copper, nickel, gadolinium, to either
the invading or saturating fluid volume to reduce the T1 of the
tagged fluid. These tracers can be made visible under most any
standard MRI sequence by reducing the recycle delay or the inclu-
sion of a saturation pulse, and will tag the fluid at considerably less
expense than a deuterated fluid and without the relatively large
density difference to water [13]. As such, paramagnetic tracers
have been used in the MRI imaging of porous flows to understand
the motion of heavy metal contaminants [14], measure diffusion
within rock cores [13,15], image flow patterns in soil cores [16],
and label fluid volumes or phases within core floods [17]. What
we demonstrate within this paper is that these techniques can
yield quantitative agreement with flow theory in complex geome-
tries and identify relevant transport mechanisms omitted in the
theory and hence quantitatively identify unintentional boundary
effects in column design, with the example of a miscible point
injection flow into a Bentheimer core.
2. Flow geometry and theory

For the example system, we imaged flow in a point injection
geometry, where fluid is injected through a point in an otherwise
flat impermeable face. This geometry yields a simple but multi-
dimensional flow and bares relevance in terms of fluid sampling
and injection tests. By symmetry, a point injection into an infinitely
large homogeneous porous medium will produce a hemispherical
flow front from the injection point where the flow velocity is pro-
portional to the inverse square of the distance. The finite size of the
flow cell and the injection port will perturb this idealized flow
a

Fig. 1. a: Core holder and flow model. A rubber disk (black) presses against the core to
pattern of groves to press against the core while still approximating a constant pressure b
core and the inside surface of the holder for a constant pressure boundary on this surf
description are labeled in the adjacent diagram. 1b: Predicted pressure profile and flow
2000 mD permeability.
pattern so that exact hemispherical flow only occurs at distances
small relative to the total size of the system yet large relative to
the size of the injection hole. With a simple outer boundary and
a sufficiently small injection hole, the effect of the former can still
be analytically determined, while the effect of the latter may be
made experimentally negligible.

The flow cell consists of a cylindrical core with a centered injec-
tion hole on one face otherwise sealed with a rubber gasket. The
remaining faces are covered by the saturating fluid in a �1 mm
gap that is directly connected to the outlet. On the face opposite
of the injection hole, this free fluid is approximated by a grooved
face that presses against and holds the core in position as illus-
trated in Fig. 1a.i. Assuming our core is uniform and the flow with-
in it obeys Darcy’s Law, the interstitial flow velocity is proportional
to the pressure gradient while the pressure obeys Laplace’s
equation.

~v ¼ � j
l/

� �
rp; ð1aÞ

r2p ¼ 0; ð1bÞ

The proportionality between the interstitial (pore) velocity and
pressure gradient is controlled by the resistance of the porous
material to flow within it (the permeability j) the invading fluids
resistance to flow (the viscosity l), and the fraction of the volume
occupied by the fluid (the porosity /).

The sealed injection face prevents any flow through the surface
except at the injection port. Therefore the component of the pres-
sure gradient perpendicular to the surface is zero everywhere ex-
cept for the injection port where the total flux must account for
the entire flow. We approximate this point flow as uniform and
take the infinitesimal limit. As the true flow profile across the
injector is not uniform and occupies a finite radius, this model is
invalid within the immediate vicinity of the injection hole (3–5�
the injector’s radius). The remaining faces are against the free sat-
urating fluid which presents a constant pressure boundary. Due to
the large contrast in permeability between the core and the sur-
rounding free fluid, any pressure drops in this surrounding region
should be negligible. Low pressures that do not change allow the
b

allow flow only through the injection hole. Opposite, the surface (i) contains a star
oundary condition for the saturating fluid. There is a gap between the surface of the

ace. The relevant equations, boundary conditions, and variables for the theoretical
velocities for our injection geometry given a 10 cc/min flow rate, 24% porosity, and
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Fig. 2. T1 weighted MRI images of the invasion fronts over a two-dimensional
vertical slice along the core’s axis with the end containing the outlet tubing (top)
cropped. a: The point injection where fluid enters the core through the point source
and b: the point sink flow where fluid exits through it for a selection of five flow
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use of pressure gauge relative to the surrounding fluid, which is set
arbitrarily at zero. Hence we can describe the boundaries as

@p
@z
¼
� c

p�2 ; if 0 < r < �
0; if � < r < R

�
; ð2aÞ

pðR; zÞ ¼ pðr;0Þ ¼ 0; ð2bÞ

where the radius and length of the cylinder are R and L respectively
(with the injection point at r = 0, z = L), � is a vanishingly small dis-
tance and c is a constant that is determined by the total flow rate Q.
In the limit �? 0, the pressure may be solved as sum of terms each
consisting of the product of a Bessel function over the radial dimen-
sion and a hyperbolic function over the length as detailed in the
appendix.

This series solution can be converted into a velocity map by dif-
ferentiation to then numerically calculate the flow paths within
this geometry. However, a strict solution of the flow paths from
the velocity field, as done here, will neglect the effect of dispersion
on the two fluids and tracer that will be present in any flow. We
selected Matlab’s (ode15s) to solve for the flow paths because this
velocity field represents a stiff differential equation and other
built-in solvers yielded unrealistic or unstable solutions as the tra-
cer neared the injection port. However, tracer motion still cannot
be accurately calculated in the immediate vicinity of the point
injection port or rubber plate, as the individual terms of the series
solution diverge along this plane.

Fig. 1b plots the resulting pressure and velocity profile for our
specific system: a 10 cc/min flow in a 3 in. diameter 3 in. long Bent-
heimer core with 24% porosity with the exact series solutions in
the appendix. As expected, near hemispherical flow is apparent
in both the pressure and velocity profiles and flow trajectories near
the point source and deviates from hemispherical flow nearing the
cores boundary. Flow fronts are shown in the comparison to the
experimental data in Fig. 2.
volumes. These images are calibrated such that white and dark gray correspond to
the core fully saturated with deionized and copper sulfate doped water respec-
tively, and the predicted flow profiles are superimposed as dotted lines. c: Example
image without calibration showing that the fluids are still clearly differentiated. d:
T1 weighted images of an improperly setup flow cell where the surrounding
saturating fluid was not fully flushed and floated to the top of the flow cell.
3. Results and discussion

We apply our approach to the two possible flow fronts for the
flow system (Fig. 2a and b). As detailed in the experimental section,
for each experiment we monitor the flow with a slice selective spin-
echo imaging sequence with either the invading or saturating fluid
tagged with �300 ppm copper(II) sulfate and stop the 10 ml/min
flow for each acquisition to avoid blurring, and calibrate the
intensity of each image based on the initially saturated core. With-
out these image adjustments (Fig. 2c), the labeled fluids are still
clearly differentiated and the processing is to quantify the flow
and emphasize the relevant contrast to noise. Initial vacuum satura-
tion of the core and clearing of the injection volume with the invad-
ing fluid are essential for full saturation and reproducible flow
fronts.

The ‘forward’ flow shown in Fig. 2a has the flow front start at
the point injection port and push inwards to yield a hemispherical
flow front that broadens along the radius as it nears the core’s
edge. The pressure profile for this geometry is perturbed from an
ideal hemispherical profile as the pressure must be constant along
a finite cylindrical surface corresponding to its boundary. Thus, for
the fixed pressure drop, the flow traverses the shortest distance to
the near corner causing faster flow along these paths broadening
the flow front. Similarly, the flow path towards the far corners of
the core must travel the furthest distance while the paths to the
opposite end of the core to an intermediate distance corresponding
to the slowest and intermediate speeds further contributing to this
broadening (Fig. 1b).

The other flow front arises from the reverse flow. The boundary
conditions for this problem are identical to the forward flow, with c
having opposite sign, hence pressure and flow trajectories are
identical to those shown in Fig. 1b, but the sign is reversed as we
reference the differential pressure to 0 for the outer boundary.
Fig. 2b shows images of the flow fronts as the invading fluid enters
from the outer boundary of the core. Here, the effects of the slow
flow paths are exaggerated since the variations in flow rates are
greatest near the core’s edges, where the hemispherical flow
approximation completely breaks down. This flow leaves a succes-
sion of triangular shapes, where the flow trajectories are cleared in
the order of velocity. First the outer edges clear (where the flow
velocity is fastest) creating a triangle, and then the face opposite
the outlet clears to hollow the triangle. The diagonal flow paths
from the corners are the last to clear where the flow rates are or-
ders of magnitude lower than elsewhere along the starting outer
boundary (Fig. 1b), where flow dispersion with adjacent faster flow
paths likely accelerate the clearing process.

Within both the forward and reverse flows, flow fronts appear
sharp and match well with the predicted flow front indicated by
the superimposed lines. Hence, the implementation and the theo-
retical model match at a qualitative level. A 1D projection across
these two-dimensional slices provides a more quantitative com-
parison of these flows (Fig. 3a and b). Both forward and reverse
flows follow the prediction reasonably well, but the curves are still
clearly biased from the predicted profiles. These biases arise from



Fig. 3. One dimensional view of the flow for the a: point injection (forward) and b: point sink (reverse) flows for a quantitative comparison of the flow pattern. The one-
dimensional view (dotted line) is obtained by integrating the absolute value of the signal across a centered slice running along the axis of the core but omitting signal from
outside of the core, essentially producing a 1-dimensional projection along the direction of flow. This method incorporates some noise from the measurement, which is
particularly evident around r = 0 early in the invasion in (a). We superimpose the predicted profile (solid gray lines) for comparison. Significant deviations are observed for the
forward injection flow a: near the injection port where errors in the initial setup are amplified. For the reverse flow b: a similar issue near the point injection port is also
observed and due to dispersion the sharp cusp predicted by theory is smoothed over.

1 D1 � D0/
n�1.
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imperfections in the initial conditions and omission of dispersive
effects from the model.

Imperfections in the initial conditions arise from inadequate
clearing of the fluid volume of the saturating fluid in the acting
injector. For the forward point injection flow, deviations are con-
centrated close to the injection port where the initial flushing
cleared some of the fluid in the core. These errors are further aggra-
vated by the large difference in signal intensity between bulk fluid
in the injector and saturating fluid in the adjacent core. Similarly,
for the reverse flow at early times, the front is not sharp and forms
a slight gradient at early times (Fig. 2b, 5 ml) due to the residual
saturating water surrounding the core at the start of the experi-
ment evident as a lowered 1D profile. This is even after consider-
able care was taken to fully clear the surrounding water as an
abbreviated procedure (Fig. 2d) will yield a major vertical asymme-
try due to the doped water settling despite the small difference in
density. At later volumes, the initial gradient has been flushed from
the core. However, dispersion now smooths out the expected cusp
and lifts the 1D profile by partially invading the center region that
would otherwise be unaffected. Returning to the full image
(Fig. 2b), it is apparent that this region is partially invaded and
shrunk at the far narrow corners. For a macroscopically heteroge-
neous core, many of these effects in either the initial conditions
or the omission of dispersion in the model would be overwhelmed.

The omission of dispersion in our underlying flow model de-
creases its accuracy by altering the shape of the flow front, while
its inclusion would greatly complicate it. The effects of dispersion
can be minimized by making the self-diffusion time of the fluid
negligible, but some flow dispersion is a result of flow heterogene-
ities at the microscopic scale present in any porous medium [18]
including a homogeneous media such as a bead pack [19]. As an
independent control, we monitor dispersion in the core after a ra-
pid partial reverse flow following it over the course of a day (Fig. 4).
Even immediately after the initial injection, 50% of the signal
change spans around 3 mm. This initial dispersion likely accounts
for the systematic errors observed in the 1D profile of the reverse
flow at later times (Fig. 3). In part, this broadening arises from
the slice thickness (1 mm), but radial asymmetries do not appear
to be a factor as the drop occupies 2–4, 1 mm voxels before the ra-
dial averaging. After an additional 2.6 h, diffusion then leads to an
additional 2 mm broadening, consistent with a 2.5 mm diffusion
length expected for copper ions D1 ¼ 1:4� 10�9 m2=s

� �
in a 24%

porous media with a formation factor1 n of 2. By carefully control-
ling the flow system, the experimental results highlight the next
most significant flow effect for study, in this case diffusion. This
is a weakness only to the extent that it obscures other subtle ef-
fects that may arise from the geometry or heterogeneity of the flow
system that are blurred by dispersion. While beyond the scope of
this study, these effects could be observed directly through tracer
concentration mapping as in [20] or the progress of a particular
concentration contour by nulling as in [13].

No effect of using a tracer, instead of strictly monitoring the
invading fluid, was observed except for a slower rate of tracer self
diffusion compared to the diffusion of the bulk fluid, as observed in
the long time experiment. The excellent match between the theory
and MRI images and the reasonable match to the 1D profiles con-
firms that the CuSO4 tracer can be expected to follow the bulk flow.
This is not guaranteed even in a perfectly constructed flow system,
as the experiment follows the motion of the paramagnetic solute
and not the bulk flow. Good experimental agreement with theoret-
ical data was only achieved by selecting the flow conditions to
minimize relative tracer dispersion. This requires minimizing dif-
fusion time to allow the tracer to follow the fluid, saturating with



Fig. 4. Long time diffusion of the copper tracer within an axial slice of the core after
an incomplete reverse flow experiment. The one 1D plot shows the average radial
intensity profile for each time, linearly scaled between 0 (non-invaded) to 1
(invaded). Between flow dispersion, the 1 mm slice thickness, and imperfections in
the radial averaging, immediately after the initial injection, it takes over 5 mm for
the signal to ramp from its unaltered to fully invaded states. Nonetheless
thresholding within a reasonable range sets the boundary region to 3 mm (i).
Within 0.4 h, negligible diffusion is observed whereas after 2.6 h the boundary blurs
an additional 2 mm consistent with diffusion of copper ions is at 24% porosity rock.
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slightly acidic deionized water to prevent the precipitation of cop-
per hydroxide and the selection of an inert low clay sandstone,
Bentheimer, to minimize the chance of reactions with the matrix.
Alternatively, different tracers, such as manganese chloride or gad-
olinium DPTA, or even NP contrast agents can offer chemical stabil-
ity over different ranges of conditions.

In comparison to other techniques for observing slow flows in
porous media, paramagnetic tagging with MRI offers several major
advantages. These tracers are significantly cheaper than D2O and
have a far smaller density difference to undoped water which
can greatly complicate the fluid dynamics [21,22]. Alternative
MRI approaches not involving paramagnetic tracers, such as mea-
suring the flow with spin tagging [23] and phase encoded veloci-
metry [18] are not appropriate for flows with fronts moving
slower than �0.1 mm/s, while alternatives outside of MRI such as
X-ray CT requires heavy doping with a high Z salt [24–26] and opti-
cal techniques require precise matching of the optical properties of
all components [27,28].

4. Conclusions

Many different MRI techniques have been previously applied to
study porous flows as they can non-invasively yield detail of por-
ous flows not possible with traditional flood experiments. For the
case of boundary dominated flows, this is essential as the effect
of flood geometry is not unambiguously distinguished with other
possible retention effects with respect to tracer breakthrough or
pressure response. Our experimental approach combines MRI uti-
lizing a paramagnetic label and conventional spin echo imaging
with a well controlled and characterized flow system that is yet
relevant. Hence, for our example of a modified point injection,
the prediction is able to closely match the observed flow were vari-
ations in the flow model, in our case the omission of dispersion,
and flaws in the setup can be unambiguously identified and ana-
lyzed. While this approach is useful to examine intentional geo-
metric effects as in our model point injection geometry, it could
also be used to refine flow models or serve as an unambiguous
diagnostic of column floods where the flow front shape is often im-
plied through the shape of a breakthrough curve. Though paramag-
netic tagging is limited to situations where the motion of the solute
accurately follows the bulk flow, this can be ensured with careful
setup and is considerably cheaper than D2O with a far smaller
chance of complications from density driven flows.
5. Experimental

5.1. Core and fluid preparation

Bentheimer sandstone typically has a very high permeability
and homogeneity which makes it particularly suited to this study
as an ‘ideal uniform porous material.’ Because of these properties,
these sandstones have been used in previous MRI studies of flow
through porous media, for example [29–31]. Bentheimer is very
homogenous, and during the course of the study, multiple cores
from the same block were used with indistinguishable results.

The Bentheimer cores are each cleaned with a series of soxhlet
extractions with toluene, methanol, then chloroform. Their satura-
tion consists of oven drying at 110 �C, degassing in a 30 mmHg vac-
uum, and a final immersion in the saturating fluid while still under
vacuum. Each of the saturation steps last for at least an hour, a rel-
atively abbreviated time possible due to the core’s high permeabil-
ity and porosity. Once in the core holder, a clean and repeatable
flow front requires that either the injection port for forward flow,
or the fluid surrounding the core for the reverse flow, be flushed
with the invading fluid. The injection port is flushed with a blunt
syringe allowing overflow through the inlet to the port. The outer
chamber is flushed with a 10 ml/min flow into the main outlet port
and out through another vent while rotating the cell by hand.

The invading and initially saturating fluids are differentiated by
the presence or absence of copper(II) sulfate in deionized water
serving as a T1 or positive contrast agent. It is added at a relatively
low concentration, 0.3 g/l, to minimize possible complications due
to density differences, viscosity differences [32], solubility and io-
nic strength to the point that they are experimentally negligible.
Paramagnetic tracers such as a manganese salt or Gd-DTPA would
be equally viable depending on their stability in solution. Care was
taken to avoid even slightly alkaline conditions as copper(II)
hydroxide is sparsely soluble.
5.2. MRI

All MRI experiments are performed in a 2 T horizontal magnet
with a 180 mm ID, 10 G/cm Gradient set and a 125 mm ID birdcage
RF coil. The images are collected as a multi-slice multi-echo imag-
ing experiment with 1.5 mm slices, 1.5 mm in plane resolution and
a 8.7 ms echo time. A short repetition delay (500 ms) generates the
T1 contrast, and relies on the previous echo train for saturation. A
spin echo sequence and a moderately high acquisition band width
(50 kHz) are necessary due to the inherently broad linewidth of the
saturated rock core from the internal gradients generated by the
susceptibility mismatch between saturating fluid and rock. Alter-
natively single point techniques such as SPI or SPRITE [33] could
provide more robust imaging modalities compatible with T1-relax-
ation agents at the possible expense of experiment time. The total
acquisition time of each scan is 2 min and 8 s.

The images are processed in Matlab and are all first adjusted by
a mild Gaussian filtering. The final contrast-only images are ad-
justed for variations in coil sensitivity by defining the signal range
at each voxel by its DI and tagged fluid saturated values as 0 and 1
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respectively. The reference calibration values are based on images
obtained before and after each flow experiment. Overall, this pro-
cessed signal gives the quantity of invaded fluid in each voxel
assuming minimal mixing and diffusion of the tracer between
the two phases.
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Appendix A. Series solution to the injection flow

The solution to Darcy’s Law for our particular geometry may be
solved as a series solution consisting of the product of Bessel func-
tions along the radial dimension and hyperbolic functions along
the axial. With the constant pressure boundary condition set to
0, the viable eigenvalues are the roots of the Bessel function, bn,
and the requirement of a finite pressure restricts us to J0. The
constant pressure boundary condition at the far end, defined at
z = 0, restricts the solution to sinh functions along the axial direc-
tion. Finally, the boundary condition for the injection port
determines the remaining coefficients to the series solution. Hence

p ¼
X1
n¼1

AnJ0
bn

R
r

� �
sinh

bn

R
z

� �
; ðA:1Þ

û ¼ � k
l
rp; ðA:2Þ

where

An ¼ �
lQ
k

pRbn cosh
bn

R
L

� �
J2

1ðbnÞ
� ��1

; ðA:3Þ

@p
@r
¼
X1
n¼1

�An
bn

R
J1

bn

R
r

� �
sinh

bn

R
z

� �
; ðA:4Þ

@p
@z
¼
X1
n¼1

An
bn

R
J1

bn

R
r

� �
cosh

bn

R
z

� �
: ðA:5Þ

which we evaluate over the valid region 0 < z < L and 0 6 r 6 R. Be-
cause of the approximation of a point source (sink) with uniform
flow, the solution is invalid within the immediate vicinity of the
injection hole to about five times the injection hole radius. For
numerical computations, we precomputed the invariant coefficients
for fixed L and R and then summed in reverse order the first 110
terms. The addition of further terms begins to introduce numerical
errors into the solution due to the rapid increase in the values of
cosh bnL

R

� �
and sinh bnz

R

	 

canceling imperfectly. Alternatively, these

terms can be combined for better convergence. However, their sep-
arate computation only becomes important immediately near z = L,
and does not significantly impact the flow computations otherwise.
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